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E 'zfs holds" is O(n/A\2) Summary

Custom queries

Added by Matthew Ahrens over 3 years ago.

All unresolved bugs

Status: New Start date: 2011-12-08 o
Bite-size bugs
Priority: Normal Due date: Documentation and locale issues
Assignee: - % Done: 0%
Category: - Watchers (4) Add
Target version: - B Piotr Jasiukajtis
Difficulty: Bite-size Tags: needs-triage [ Damian Wojslaw
€} Alek Pinchuk
Description O Quote & Andrew Stormont

"zfs holds snap ..." is O(number snapshots listed #2). For every snapshot, it gets all the holds on all of the named snapshots. This can be
observed with truss.

The problem is that when the python code was removed, it was replaced with incorrect C code , which calls zfs_for_each() for every argument.
But zfs_for_each() iterates over the arguments itself

Subtasks Add

Related issues Add




my favorite part of
illumos is the tooling



Debugging Tools

» fruss — sycall and userspace tracer
- ptools: proc(1) — various process-focused introspection

- mdb(1) — modular debugger, core dump analysis, live
kernel introspection with -k

. dtrace(1) — dynamic fracing of the entire system, the best
debugging tool ever made



Process Name Sent Bytes Rcvd B... Sent Pac... v Rcvd Pac... PID User

kernel_task 16.8 MB 18.4 MB 151,177 151,177 0 root
mtmfis 18.4 MB 16.8 MB 151,177 151177 50 root
discoveryd 4.5 MB 27.59 GB 16,107 270,934,543 55 _mdnsrespond
B Mail 1.0 MB 1.7 MB 13,334 14,124 62990 rpz
@ Colloquy 188 K8 4.2 MB 7.137 19,153 1135 rpz
ssh 201 KB 914 KB 4,220 7,298 70125 rpz
netbiosd 469 KB 1,005 KB 3,519 5,388 227 _netbios
apsd 268 KB 175 KB 1,719 1,597 56 root
ssh 72 KB 318 KB 1,465 2,389 69114 rpz
ntpd 25 KB 25 KB 539 539 115 root
s$sh 41 KB 46 KB 237 550 70288 rpz
ssh 35 KB 485 KB 176 1,157 70181 rpz
syslogd 19 KB 0 bytes 143 0 19 root
& Google Chrome 7 KB 13 KB 134 138 56897 rpz
ocationd 6 KB 924 KB 55 676 224 _locationd
com.apple.metadata.Spotli... 8 KB 22 KB 15 21 2843 rpz
dentityservicesd 4 KB 3 KB 1 14 273 rpz
s ClJScannerRegister 96 bytes 96 bytes 6 6 357 rpz
ocspd 1 KB 8 KB 4 8 70327 root
» SystemUIServer 12 bytes 291 bytes 3 3 334 rpz
diagnosticd 0 bytes 0 bytes 0 0 2444 root
magent 0 bytes 0 bytes 0 0 271 rpz
rovieinnd N hvtas 0 hvtas 0 0 71 root
Packets in: 294,491,182 DATA O Data received: 59.09 GB
Packets out: 14,224,950 ﬂ Data sent: 3.26 GB
Packets in/sec: 239 Data received/sec: 28.8 KB
Packets out/sec: 0 Data sent/sec: 0 bytes

How My Printer Caused Excessive Syscalls
& UDP Traffic

http://zinascii.com/2014/how-my-printer-caused-excessive-
syscalls.html



http://zinascii.com/2014/how-my-printer-caused-excessive-syscalls.html

# dtrace -x ustackframes=100 -n 'pid$target::mach_msg_trap:entry { @[ustack();
dtrace: description 'pid$target::mach_msg_trap:entry ' matched 3 probes
# ~/Git/FlameGraph/stackcollapse.pl out.SystemUIServer_stacks2 | ~/Git/FlameGi

The resulting SVG is:

Flame Graph

Function: Arfort” 0x00000001 1287¢254 (202370 samples, 99.31%)

Click for the interactive version. This confirmed that the mach_msg_trap()s were mostly AirPort.

I can dig around te stack more using dynamic tracing; taknig a quick look for strings to see if it sheds
any light:

# dtrace -n 'pid$target::io_service_get_matching_services:entry { @[copyinstr

dtrace: description 'pid$target::io_service_get_matching_services:entry ' mat«

~C
<dict><key>BSD Name</key><string>enl</string></dict> 51
<dict><key>BSD Name</key><string>en2</string></dict> 51
<dict><key>I0ProviderClass</key><string>I0SerialBSDClient</string><key>I0TT"
<dict><key>I0ProviderClass</key><string>I0SerialBSDClient</string><key>I0TT"
<dict><key>BSD Name</key><string>en@</string></dict> 52
<dict><key>BSD Name</key><string>fwd</string></dict> 52
<dict><key>I0ProviderClass</key><string>I0BluetoothHCIController</string></(
<dict><key>I0ProviderClass</key><string>I080211Interface</string></dict>

DTracing in Anger

http://dtrace.org/blogs/brendan/2012/11/14 /dtracing-in-
anger/
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B R T LT v erprews

& C' [ https://www.youtube.com/watch?v=tDacjrSCeq4 A —

Youlllhl shouting in datacenter Q Upload m

Up next Autoplay ©

Inside a Google data center
by Google for Work
1,071,813 views

»
Y

.
Y.

Facebook Data Center
by egyknightforums
882,029 views

How to recover data from a hard drive
(stuck heads: buzzing, clicking, etc)
by DIY Perks

1,741,759 views

—

ESN
s
N -
N
N
N
N

711

Becoming a ZFS Ninja - Part1
by Rogier Lodewijks

> »rr-@ 0:51/1:59

32,949 views
Shouting in the Datacenter upsFailue
Yy ebennisChanne
Bryan Cantrill 712,747 views
& Subscribe 23
|3 Subscribe | 1,026,715
What happens when you RAID 24 SSD Hard
= Addto  « Share  eee More 1§ 2114 B es E'Sk:l!!”! I
y sahlcoooo!

1,903,799 views

Uploaded on Dec 31, 2008
Brendan Gregg from Sun's Fishworks team makes an interesting discovery about inducing disk latency.
For more details, see Brendan's blog entry: http://blogs.sun.com/brendan/entry/un...

16 Datacenter Fundamentals
by Chris Litster
58,606 views

SHOW MORE
Home Data Center phase 4 (Soon Phase 5 in
a dedicated location)

by HyperwebTechnologies

ALL COMMENTS (1,449)

Shouting in the Datacenter

https://www.youtube.com/watch?v=tDacjrSCeq4



https://www.youtube.com/watch?v=tDacjrSCeq4

The Setup




Pre-Setup

» A lot of ex-Sun people.
« Their traditions and nomenclature carried over.
 Confusing, and perhaps frustrating, at first. Be patient.

 Decades of history. Give their process a chance before
criticizing it. You might end up liking it!

« http://zinascii.com/2014/my-first-illumos-build.html



http://zinascii.com/2014/my-first-illumos-build.html

Install OmniOS

« http://omnios.omniti.com/

 Recently gained ability to build gate. | use 151014.

* | run OmniQOS on SmartOS KVM, but recommend a spare

machine or VMWare Fusion to start.

» Tell Fusion to use Solaris 10 64-bit and don’t forget to add
a floppy (to appease the installer).

» http://omnios.omniti.com/wiki.php/VMwareNotes



http://omnios.omniti.com/
http://omnios.omniti.com/wiki.php/VMwareNotes

“Zero Out” Your
Environment

- Before trying to fix anything make sure you can build gate
without any modifications.

+ Many versions of instructions on how to build gate, lots of
opinions. Often results in pain for newcomers.

» Use my nightly-setup script to save pain.



First Build

# wget http://zinascii.com/pub/rpz-misc/latest/rpz-
misc.tar.gz

# tar -zxvfi rpz-misc.tar.gz
# ./rpz-misc/bin/nightly-setup
# cd /code/illumos-gate

# sed -i.bk 's/export NIGHTLY OPTIONS.*/export
NIGHTLY OPTIONS="-FnCDAprt"/' illumos.sh

# /opt/onbld/bin/nightly illumos.sh || echo "BUILD
FAILED -- CHECK LOGS"



Build Failed?

timestamped dir created under log/

mail_msg contains summary of build

nightly.log contains all output, where you need to look for errors
search for three asterisks in nightly.log: ***

focus on first error, often the cause of later errors

ask for help in #illumos



RTI

Request to Integrate




RTI Steps

. Code and test change. Incremental builds.

. When satisfied with your patch then perform a full build (with
lint) and perform an ONU.

. Run git pbchk to verify style.

. Submit webrev to developer@lists.illumos.org. Incorporate any
changes and return to step 1.

. Upon consensus submit for RTI at advocates(@Iists.illumos.org.



mailto:developer@lists.illumos.org
mailto:advocates@lists.illumos.org

1. Code & Test



Incremental Builds

» A full nightly build, especially with lint, takes a long time.

» Use incremental to compile and lint.

» Must be in a build environment, see bldenv(1ONBLD).

o #cd usr/src/cmd/zfs && dmake lint && dmake install



Proto Area

« Proto area is where build artifacts are placed (i.e. when
running dmake install).

- Certain changes can be tested from the proto area alone.
E.g. command fixes and manual pages.

» Changes to libraries or kernel typically require an ONU to
fest.

« # .proto/root i386/sbin/zfs holds -r rpool/foo@1



bildenv(1ONBLD)

» Puts you in interactive shell with proper build environment
(based off your illumos.sh).

» Needed to perform incremental builds and build cscope
index.

» Requires a bootstrap nightly run.

. # /opt/onbld/bin/bldenv -d illumos.sh



cscope(1)

» Allows powerful search of entire usr/src.

« Must be in build environment to build index.

+ # cd /code/illumos-gate/usr/src
» # dmake cscope.out

« # cscope-fast -dg



2. Full Build




nightly(1TONBLD)

» "The advantage to using nightly is that you build things
correctly, consistently and automatically, with the best

practices" — nightly(1TONBLD)

« Builds "ON" (OS-Network) aka the entire illumos kernel
and system libraries.

 Need to do this so a) you have a mail_msg and b) you can
test a full ONU (OS-Net Update).



Env File — illumos.sh

» Used to configure both nightly(TONBLD) and
bldenv(1ONBLD).

« User customizations to the build environment.

- NIGHTLY_OPTIONS — controls steps taken during
nightly, e.qg. lint.



beadm(1M)

» Boot Environment (BE) is basically the OS you boot into.

+ BEs allow you to have multiple instances of your operating
system that you can jump between via system reboot.

» Mostly used to perform safe atomic upgrades of the kernel,
system, and user applications: i.e. the entire OS.

. It's also the tool used, with help from onu(TONBLD), to
create BE for your build.



ONU(1ONBLD)

« "ON Update" —create a new BE with the latest build so you
can boot into it and test it.

« Uses pkg(5) and beadm(1ONBLD) underneath.

. # /opt/onbld/bin/onu -t nightly -d packages/i386/nightly

. # reboot



3. pbchk



git-pbchk(1TONBLD)

A "putback" check. Final checks before RTI that help keep
consistency across the entire codebase.

» Verify commit format.

« Verify illumos C Style (google "C Style and Coding
Standards for SunOS")

- Verify header format.

» Verify copyright (optional).



4. Submit Webrev




webrev(1TONBLD)

 (Generates standalone webpage showing all changes made
by your patch.

 Generates diffs in many different formats for reviewer
preference.

- Manual pages have both raw diffs and rendered diffs.
Thank you Yuri Pankov!

» http://zinascii.com/pub/illumos/qate/6205/



http://zinascii.com/pub/illumos/gate/6205/

5. Submit RTI



RTI Email

« List of reviewers: name + email.

Summary of testing you performed.
Copy of pbchk output.

Patch file.

Compressed mail _msg.

- Additional information you wish to add.
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Must Reads

« http://zinascii.com/2014 /my-first-illumos-build.html

» http://illumos.org/books/dev/workflow.html

» http://wiki.illumos.org/display/illumos/How+To+Build

+illumos

» https://www.illumos.org/issues?query id=15
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SECOND EDITION

Solaris
Internals

SOLARIS 10 AND OPENSOLARIS
KERNEL ARCHITECTURE

Plée,
soLaris

Richard McDougall and Jim Mauro

Foreword by Bryan Canteill

es, still relevant.



Anyone can do this. It takes time
and patience, not a background in
OS dev or even a CS degree. Don't

let anyone tell you otherwise



Questions?

ryan@zinascii.com



mailto:ryan@zinascii.com

